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Bin Jiang , Yuefei Cao, Jianrong Bao , Senior Member, IEEE, Chao Liu , and Xianghong Tang

Abstract—A novel piecewise normalized bistable stochastic res-
onance (PNBSR) strengthened cooperative spectrum sensing is
established by the PNBSR, residual covariance matrices, credi-
bility weighted matrix fusion and a convolutional neural network
(CNN) classification at low signal-to-noise ratios (SNRs). First,
the PNBSR based on the traditional bistable stochastic reso-
nance (TBSR) is proposed to improve the SNRs of received
signals. Second, the output of the PNBSR is demodulated to
obtain in-phase (I) and quadrature-phase (Q) covariance matri-
ces. Third, the I/Q covariance matrices from different secondary
users (SUs) are Cholesky decomposed to construct residual
covariance matrices in a fusion center (FC). Subsequently, a
new credibility weighted coefficient is proposed to fuse resid-
ual covariance matrices of the SUs. Finally, both training and
test samples of the fusion detection statistics are fed into the
CNN to train a high-performance classification model of cooper-
ative spectrum sensing. The main innovations include the PNBSR,
optimization index, Cholesky decomposition-based matrix cancel-
lation to construct residual covariance matrices and credibility
weighted matrix fusion. Simulation results show that the SNR
of received signals strengthened by the PNBSR is improved by
3.36 dB other than received signals on average, which is 0.22dB
larger than that of the TBSR. The detection probability of the
proposed scheme also outperforms those of the support vector
machine (SVM) and CNN schemes by 77% and 75% at −15 dB,
respectively.

Index Terms—Stochastic resonance, credibility weighted
matrix fusion, residual covariance matrices, convolutional neural
network.

I. INTRODUCTION

AT PRESENT, with the rapid development of wireless
communication technologies, two problems arose in lim-

ited spectrum resources [1], [2]. One was more spectrum
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resources required in wireless devices. Another was the low
utilization of the authorized frequency band [3]. Spectrum
sensing was one of significant techniques in cognitive radio
(CR) to improve spectrum utilization [4]. Traditional spec-
trum sensing mainly included the energy detection (ED) [5],
matched filter detection (MFD) [6], and cyclostationary feature
detection (CFD) [7]. The ED had low computational com-
plexity and no requirement for prior information of a primary
user (PU). However, the performance of it was vulnerable
to noise uncertainty and poor at low signal-to-noise ratios
(SNRs) [8]. The MFD had advantages of short detection dura-
tion and satisfactory detection precision, but it was required for
prior information of a PU [9]. Despite of satisfactory detection
precision at low SNRs in the CFD, it had high computational
complexity and long detection duration [10].

Given good properties of reliable communications, multiple-
input multiple-output (MIMO) devices had been widely
applied in spectrum sensing algorithms [11]. Most of them
relied on eigenvalues of the covariance matrices [12], such
as maximum and minimum eigenvalue detection (MME) [13]
and variance detection among eigenvalues [14], [15]. However,
only partial information in the covariance matrix was extracted
to construct detection statistics. These statistics was progres-
sive. For instance, a decision threshold was approximate and
a satisfactory performance required many sample points with
dramatically increased computational complexity and latency.
Therefore, most MIMO algorithms had slight performance
improvement compared with those of traditional ones.

To avoid the derivation of the decision threshold and prob-
lems caused by their gradualness, machine learning (ML) was
introduced in spectrum sensing [16]. It was equipped with the
ML technique and mainly included feature statistics construc-
tion, classification model training and testing. By this method,
the decision threshold was automatically generated during the
ML training. For example, spectrum sensing methods with
support vector machine (SVM) were proposed in [17] and [18],
in which the received signals and related signal energy were
input into the SVM as a feature vector to detect PU signals.
However, two major disadvantages remained as follows. First,
the detection performance was strictly limited by the choice of
penalty parameters and kernel functions in the SVM, and no
specific rules were set on the selection of them. Second, the
classification ability of the SVM was limited and only suitable
for small samples training. Then, neural networks attracted
more attention because of their superior performance in many
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fields. In particular, the convolutional neural network (CNN)
had a special network structure by extracting image features
efficiently to prompt transforming spectrum sensing into image
recognition. In [19] and [20], the gray image of received sig-
nals were directly fed into a CNN as characteristic statistics
to train the CNN. Then, the trained CNN was used to detect
PU signals with new gray images. By this method, the con-
struction of detection statistics determined the upper limit of
detection performance. The optimization by the scheme just
approximated the upper limit.

The introduced ML solved the decision threshold setting,
but it did not improve the detection accuracy at low SNRs. One
signal improvement was proposed to make the detection statis-
tics under different assumptions more distinguishable. The
energy detection methods in [21] and [22] used stochastic res-
onance (SR) to improve the SNRs of received signals for better
detection. The SR was firstly proposed by Benzi et al. in 1981
to investigate the Earth’s palaeo-meteorological glaciers [23].
It was a nonlinear phenomenon by using noises to enhance
the detection of weak signals. Initially, it only performed well
in weak signal processing with frequencies and amplitudes far
less than 1. To better utilize the SR in communications, scale
transformation was used in the SR to enhance large-parameter
signals [24]. With the deepening of the SR theory and appli-
cation of the traditional bistable stochastic resonance (TBSR),
the latter has suffered from the problem of easily saturated out-
put [25] and the potential well barrier was rather high [26].
For these problems, the transform of the potential model was
very helpful in improving the performance of the SR. In [27],
a linear SR model was proposed to solve the above problems.
However, the consistent slope of the potential well wall easily
caused the output of the SR to produce more serious distortion
by the noises.

Another solution to improve the detection performance
at low SNRs was the cooperation among secondary users
(SUs) in cognitive radio networks (CRNs). The cooperation
is divided into the hard decision fusion (HDF) and soft fusion
according to data types. In the HDF, only the decisions of
the participating SUs were shared and the collected data in
case of soft fusion was shared in the fusion center [28]. The
HDF mainly included the AND, OR, K rules and the linear
quadratic combining rule. In [29], the optimal decision thresh-
old was investigated for the HDF. Although the HDF improved
the detection accuracy slightly at low SNRs, it still needed to
set the decision threshold K artificially regardless of the dif-
ferent SNR environments of the SUs. For the soft fusion, there
was actually no unified and effective strategy at present.

According to current flaws of the aforementioned spec-
trum sensing methods, especially the poor recognition rate
and the imprecise decision threshold at low SNRs, an
efficient cooperative spectrum sensing is proposed by a
CNN and piecewise normalized bistable stochastic resonance
(PNBSR) strengthened residual covariance matrices. Besides,
the main contributions of the proposed scheme are summarized
concisely as follows.

• Piecewise normalized bistable stochastic resonance-
based signal enhancement to improve the SNR of the
received signals: To further improve the performance of

the SR, a PNBSR system is proposed to solve the output
saturation and high potential well barrier in the TBSR.
Compared with the TBSR, the proposed PNBSR has a
lower potential well barrier and flatter potential well wall.
Thus, it easily transfers the noise energy to the useful
signal one for better performance enhancement.

• New optimization index ψ by the covariance matrix
to solve the optimal PNBSR parameter a: The system
parameter a is the key for the PNBSR to generate the
SR phenomenon. To optimize the parameter a efficiently,
a new optimization index ψ by the covariance matrix
replaces the traditional optimization index SNRout , i.e.,
the SNR of the SR output. Without prior information,
the PU signals cannot be separated from noises and thus
SNRout is hard to be calculated. For ψ, it has the same
variation trend as the SNR. SNRout reaches the maxi-
mum, as well as ψ do simultaneously. But ψ requires
little computation and no prior information during the
optimization of the system parameter a.

• Matrix cancellation with Cholesky decomposition to
reduce the noise interference for better detection: At low
SNRs, the influence of PU signals is negligible com-
pared with that of the noises on the covariance matrices.
Therefore, for the CNN processing, the changes in the
covariance matrix with or without PU signals are eas-
ily falsely judged by the randomness of noises, thereby
causing the CNN unable to make correct decisions at
low SNRs. Before feeding the covariance matrix into
the CNN, a matrix cancellation by Cholesky decom-
position is adopted to reduce the noise interference.
Therefore, the influence of PU signals on the covariance
matrix is enhanced to improve significantly the detection
performance.

• Efficient multiuser cooperation, called credibility
weighted matrix fusion, to improve the detection accu-
racy of the SUs in cognitive radio networks: A new
multiuser cooperation, called credibility weighted matrix
fusion, is proposed to improve the detection performance
by both reducing the gradualness of the statistical covari-
ance matrices and improving the average SNR of the SUs
with credibility weights. Traditional cooperations mainly
adopt the voting criterion with the minority obeying the
majority to reduce the detection error probability caused
by the outburst communication deterioration. However,
they only provide a small performance boost and it is
unfair to the SUs under different SNRs. The proposed
cooperation considers the SNR in each SU and it then
adopts a credibility weighted coefficient to achieve both
more fairness and better performance.

The remainder of this paper is organized as follows.
Section II introduces a system model of spectrum sensing in
CR networks. Section III presents a new cooperative spec-
trum sensing algorithm. The computational complexity of the
proposed and some other schemes are analyzed and com-
pared. Section IV provides simulation results and experimental
analyses to validate the good performance of the proposed
spectrum sensing. Finally, Section V summarizes the whole
paper.
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Fig. 1. Proposed cooperative spectrum sensing model.

II. SYSTEM MODEL OF SPECTRUM SENSING

IN COGNITIVE RADIO NETWORKS

Suppose that L SUs with M antennas are configured in
a CRN and a PU is located within the detection range of
the SUs [30]. The spectrum sensing is modeled as a binary
hypothesis under the Neyman-Pearson and Bayes tests and it
is expressed as

yi ,j (n) =

{
vi ,j (n) H0

s(n)hi ,j (n) + vi ,j (n) H1,
(1)

where yi ,j (n), vi ,j (n) and hi ,j (n) (i = 1, 2, . . . ,L, j =
1, 2, . . . ,M , n = 1, 2, . . . ,N ) represent received signals, addi-
tive white Gaussian noise (AWGN) with zero mean and a
variance of σ2n , and channel gain at the j-th antenna and n-th
sample in the i-th SU, respectively. L is the total number of
the SUs. M is the total number of antennas in a SU. N is
the number of sampling points in one observation obtained in
a sensing slot. s(n) ndicates a PU signal received by a SU.
Hypotheses H0 and H1, respectively, denote the hypotheses
of the presence or absence of a PU. The signals received by
the i-th SU is represented as

Y i (n) =
[
yi ,1(n), yi ,2(n), . . . , yi ,M (n)

]T

=

⎡
⎢⎢⎢⎣

yi ,1(1) yi ,1(2) · · · yi ,1(N )
yi ,2(1) yi ,2(2) · · · yi ,2(N )
...

...
...

...
yi ,M (1) yi ,M (2) · · · yi ,M (N )

⎤
⎥⎥⎥⎦. (2)

The main procedures of the cooperative spectrum sensing
are designed and shown in Fig. 1 and it is divided as follows.
The adjacent SUs with multiple antennas receive signals from
the same PU. The received signals are fed into the piecewise
normalized bistable stochastic resonance (PNBSR) to improve
the SNRs. Then two-channel features are extracted with the
matrix cancellation by the Cholesky decomposition. In a fusion
center (FC), the proposed credibility weighted matrix fusion
processes the two-channel features from different SUs to

obtain the fused features. Finally, the trained CNN detects the
presence or absence of PU according to the fused features.

The detection performance of spectrum sensing is mainly
evaluated by the following three indicators, namely, the detec-
tion probability (Pd ), false alarm probability (Pf ), and missed
alarm probability (Pm ), respectively. They are denoted as⎧⎨

⎩
Pd = P(D1|H1)
Pf = P(D1|H0)
Pm = P(D0|H1)

, (3)

where D1 and D0 denote the hypotheses of the presence and
absence of a PU, respectively, and it is determined by a SU
detector. The definitions of the aforementioned three items are
listed as follows.
Pd : when a PU is present, the SU determines the probability

of its presence.
Pf : when a PU is absent, the SU determines the probability

of its presence.
Pm : when a PU is present, the SU determines the proba-

bility of its absence.

III. COOPERATIVE SPECTRUM SENSING WITH CNN
AND RESIDUAL COVARIANCE MATRICES

STRENGTHENED BY THE PNBSR

In this section, an efficient cooperative spectrum sensing
with residual covariance matrices strengthened by the PNBSR,
credibility weighted matrix fusion, and CNN is proposed. It
mainly includes the PNBSR to improve the SNR of received
signals, the credibility weighted matrix fusion for residual
covariance matrices, and the CNN classification. Finally, the
complexity analysis of the whole scheme is presented.

A. Cooperative Spectrum Sensing With Enhanced Residual
Covariance Matrices

QPSK signals are widely used for excellent anti-noise char-
acteristics and frequency band utilization. Thus, a PU signal
with QPSK modulation is expressed as

s(t) = Ĩ cos(wt)− Q̃ sin(wt)

= A cos(wt + θ), (4)

where cos(wt) and sin(wt) are carriers. w and θ represent
carrier frequency and phase, respectively. Ĩ and Q̃ , respec-
tively, are messages carried by the In-phase (I) and quadrature
(Q) orthogonal signals. Then, a SU digital receiver converts
the continuous domain signal s(t) to a discrete sequence s(n)
under a sampling rate fs . Finally, s(n) is expressed as

s(n) = Ĩ cos(wn/fs)− Q̃ sin(wn/fs)

= A cos(wn/fs + θ). (5)

Given a received signal matrix of the i-th SU, i .e.,Y i (n) =
[yi ,1(n), yi ,2(n), . . . , yi ,M (n)]T containing M signals accord-
ing to (1) and (2), the dimension of each signal is N. Then,
the matrix is fed into a nonlinear system, and it is expressed
with Langevin equation as

dx

dt
= −dU (x )

dx
+ s(t) + v(t), (6)
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where x is the output of the nonlinear system. s(t) and v(t) are
the PU signal and noise, respectively. U(x) indicates the poten-
tial function of the SR system. Different nonlinear potential
functions represent different nonlinear systems, and they can
be expanded into polynomial functions by using the Taylor
series expansion as

U (x ) = a0 + a1x + a2x
2 + a3x

3 + · · · . (7)

The potential function of the TBSR is then expressed as

UTBSR(x ) = −a

2
x2 +

b

4
x4, (8)

where a and b are nonzero system parameters. There are two
steady states x = ±√a/b and one unstable state x = 0. The
height difference between the steady state and the unstable
state is calculated by

ΔUTBSR =
a2

4b
. (9)

In additional, the Kramers rate (rk ) is also a crucial index
for the SR. In [27], rk is defined as the rate at which a transi-
tion occurs between the steady states of the potential function.
It reflects the ability of the output signals to follow noisy
input signals. When the nonlinear system is only affected by
noises, the Brownian particles switch between the steady states
according to rk in the potential wells. rk is numerically the
reciprocal of the mean first passage time and it is defined as

rk = μ
ωA
2π

exp

(
−ΔU

D

)
with μ =

√
U ′′(0) +U ′′′(0) , (10)

where μ is the correction factor and ωA is the vibrational
angular frequency of the Brownian particle at steady states.
U

′′
(0) and U

′′′
(0) are the second- and third-order derivatives

of U(x) under x = 0, respectively. And rk in the TBSR is then
represented as

rTBSR =
a√
2π

exp

(
− a2

4bD

)
, (11)

D =
σ2n
2
. (12)

The large well barrier ΔU and steep well wall reduce the
Kramers rate and cause the saturation to cut the enhancement
of the SR system [27]. To solve them, the coefficients in the
polynomial (7) are re-optimized to find a suitable potential
function. Suppose that the highest degree of U(x) is 4, since the
derivative of a constant is 0 and the derivative of a linear term
is constant. So, it is equivalent to a constant force, and thus
their effects are not considered. Therefore, the optimization
objective polynomial is expressed as

U (x ) = a2x
2 + a3x

3 + a4x
4. (13)

Since the term of the third degree has the property of low-
ering the potential well barrier and smoothing the potential
well wall, the parameter a2 is optimized by fixing a3 and a4,
and then a new potential function is constructed. The final
optimization results are shown in Fig. 2.

In Fig. 2, SNRout exhibits an approximately symmetric
behavior with respect to the parameter a2, and the maximum

Fig. 2. SNRout of U(x) with different parameter a2.

Fig. 3. The potential function of the bistable system.

SNRout is achieved given a2 = 0. Therefore, the term of
the third degree in (13) can be set to 0 without affecting the
enhancement of U(x) on input signals. Hence, a piecewise
normalized bistable stochastic resonance with the TBSR is
generated. The piecewise potential function is expressed as

UPNBSR(x ) =

{−a
3 x

3 + b
4x

4 x ≥ 0
a
3 x

3 + b
4x

4 x < 0.
(14)

where the term “piecewise” in the PNBSR indicates the poten-
tial function as a piecewise function. Given that the traditional
SR system is only used in strengthening weak signals, like sig-
nals with a frequency and amplitude far less than 1 Hz, the
SR system must be normalized for large-parameter signals.

There are two steady states x = ±a/b and one unstable
state x = 0. The height of the well barrier of the PNBSR is
calculated by

ΔUPNBSR =
a4

12b3
. (15)

In Fig. 3, when a = b, the potential well barrier of the
PNBSR is lower and the potential well wall is flatter than
those in the TBSR. According to (10), the Kramers rate of the
PNBSR is expressed as

rPNBSR =
a
√
a√

2bπ
exp

(
− a4

12b3D

)
. (16)
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Fig. 4. The Kramers rate rk of the PNBSR and TBSR versus D for different
system parameters.

To further compare rk in the PNBSR and TBSR, the rela-
tionships between rk and noise intensity are plotted with three
sets of system parameters in Fig. 4. Given a = b, rk of the
PNBSR is larger than that of the TBSR, and thus the PNBSR
has a stronger ability to follow the input data.

Given that the traditional SR system is only used in
strengthening weak signals, e.g., signals with a frequency and
amplitude far less than 1 Hz, the SR system must be normal-
ized for large-parameter signals. Then (6) can be normalized
as

z = x
b

a
, (17)

τ =
a2

b
t . (18)

By substituting (17) and (18) into (6), the PNBSR system
is given as

a3

b2
dz

dτ
= ±a3

b2
z2 − a3

b2
z3 + s

(
bτ

a2

)
+ v

(
bτ

a2

)
. (19)

The normalization is equivalent to a second sampling. For
s(t), the frequency is reduced to b/a2. For AWGN, the inde-
pendence of random variables allows noises to be viewed
as

v

(
bτ

a2

)
= v(τ). (20)

Thus, the final PNBSR system is given as

dz

dτ
= ±z2 − z3 +

b2

a3
s

(
bτ

a2

)
+

b2

a3
v(τ), (21)

where a and b are the key parameters to generate the SR. The
details of optimizing a and b are discussed later. Suppose that
the current SR system matches Y i (n). Given Y i (n), the SR
system outputs Y i_SR(n) and it is represented as

Y i_SR(n) =
[
sSR(n)hi ,1(n) + vi ,1_SR(n), . . . ,

sSR(n)hi ,M (n) + vi ,M _SR(n)
]T
. (22)

Fig. 5 shows the input and output of the PNBSR.
Subplots 5(a) and 5(b) are the time domain waveform and

spectrum of received signal. Subplots 5(c) and 5(d) are the
time domain waveform and spectrum of the output signals.
The signal amplitudes presented in Fig. 5 are results of nor-
malization amplitudes rather than the actual ones of signals.
According to (21), although the amplitudes of received signals
are reduced after the PNBSR compared with those without
the PNBSR processing, the amplitudes of the PU signals
and noises are reduced by the same factor. In addition, the
PNBSR significantly reduces noises, especially the parts of
high frequency. In the frequency domain, the SNR is calculated
by taking the square of the amplitude of the frequency con-
taining the PU signals. And they are divided by the sum of the
squares of the noise amplitude over the entire frequency range.
Therefore, the SNR is independent of the amplitudes. Under
reduced high-frequency noises, the SNRs of the output signals
of the PNBSR increases dramatically, thereby improving the
qualities of received signals.

In [31], existing researches indicate that the difference
between s(n) and sSR(n) is the amplitude. Subsequently, it
is regarded as

sSR(n) =
1

λ
s(n)(λ > 1). (23)

Due to the features of I /Q signals of sSR(n), the CNN can
totally discriminate all feature differences under hypotheses
H0 and H1 by using the I and Q components of sSR(n) from
orthogonal demodulation. Then, the I/Q signals of Y i_SR(n)
are calculated respectively as

I i (n) = Y i_SR(n) cos(ωn/fs), (24)

Q i (n) = Y i_SR(n) sin(ωn/fs). (25)

In traditional orthogonal demodulation, a low-pass filter is
required to filter out signals other than the low frequency to
extract the information carried by QPSK signals. However,
given that extracting information is unnecessary in spectrum
sensing, the proposed algorithm does not require a filter. The
hardware complexity can thus be reduced. Then, covariance
matrices of I i and Q i are computed as

E
[
YY H

]
= E

[
SSH

]
+ E

[
VVH

]
= RS +RV , (26)

where Y, S, and V represent matrices of received signals, PU
signals, and noises, respectively. RS and RV are covariance
matrices of S and V. Thus, covariance matrices of I i and Q i

are denoted as

Ri_I = E
[
I iI

H
i

]
= E

[
(Si_SR +Vi_SR)2cos2(ωn/fs)

]

= E
[
S i_SR

2cos2(ωn/fs)
]
+ E

[
V 2

i_SRcos
2(ωn/fs)

]

+ 2E
[
S i_SRV i_SRcos

2(ωn/fs)
]
, (27)

Ri_Q = E
[
Q iQ

H
i

]
= E

[
(S i_SR +V i_SR)

2sin2(ωn/fs)
]

= E
[
S i_SR

2sin2(ωn/fs)
]
+ E

[
V i_SR

2sin2(ωn/fs)
]

+ 2E
[
S i_SRV i_SRsin

2(ωn/fs)
]
, (28)

where S i_SR and V i_SR are the SR output of S i and
V i . Due to the independence among deterministic signals

Authorized licensed use limited to: HANGZHOU DIANZI UNIVERSITY. Downloaded on October 18,2023 at 00:43:50 UTC from IEEE Xplore.  Restrictions apply. 



1172 IEEE TRANSACTIONS ON COGNITIVE COMMUNICATIONS AND NETWORKING, VOL. 9, NO. 5, OCTOBER 2023

Fig. 5. The input and output of the PNBSR system.

and noises, the covariance matrices of I i and Q i are
transformed to

Ri_I = RS i_I _SR
+ 2E

[
S i_SRcos

2(ωn/fs)
]
E [V i_SR]

+ E
[
cos2(ωn/fs)

]
E
[
V i_SR

2
]

RS i_I _SR
= E

[
S i_SR

2cos2(ωn/fs)
]
, (29)

Ri_Q = RS i_Q_SR
+ 2E

[
S i_SRsin

2(ωn/fs)
]
E [V i_SR]

+ E
[
sin2(ωn/fs)

]
E
[
V i_SR

2
]

RS i_Q_SR
= E

[
S i_SR

2sin2(ωn/fs)
]
. (30)

In [31], when the AWGN with zero mean and variance σ2n
passed through the SR system, the probability density function
of the output signals can be approximately expressed as

p(x ) = 2

(∫ x+

x−
e−

a2

Db
U (x)dx

)−1

× 2e−
a2

Db
U (x). (31)

Given that p(x) is symmetric, its mean and variance are
calculated respectively by

E [X ] =

∫ +∞

−∞
xp(x )dx = 0, (32)

E
[
X 2 − E2[X ]

]
= E

[
X 2
]

=

∫ +∞

−∞
x2p(x )dx ,

= ξ2n (33)

where ξ2n is a variable only related to σ2n . Then, (28) and (29)
turn into

Ri_I = RS i_I _SR
+ ξ2i_nE

[
cos2(ωn/fs)

]
IM×M , (34)

Ri_Q = RS i_Q_SR
+ ξ2i_nE

[
sin2(ωn/fs)

]
IM×M . (35)

Under different hypotheses, the statistical covariance matri-
ces of the I/Q signals are represented as

I : ξ2i_nE
[
cos2(ωn/fs)

]
IM×M

Q : ξ2i_nE
[
sin2(ωn/fs)

]
IM×M

}
H0

I : RS i_I _SR
+ ξ2i_nE

[
cos2(ωn/fs)

]
IM×M

Q : RS i_Q_SR
+ ξ2i_nE

[
sin2(ωn/fs)

]
IM×M

}
H1 . (36)

In practice, the statistical covariance matrices are only
estimated by the sample covariance matrices and they are
defined as

Ri_I ≈ ~Ri_I =
1

N
I iI

H
i

Ri_Q ≈ ~Ri_Q =
1

N
Q iQ

H
i , (37)
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Fig. 6. Residual covariance matrices of I and Q phase signals under hypotheses H0 and H1.

where R and ~R indicate the statistical covariance matrix and
sample covariance matrix, respectively.

There are usually several SUs in a CRN. Therefore, a
new cooperation, called credibility weighted matrix fusion,
is employed to improve the detection accuracy. Assume that
there are L SUs for cooperative spectrum sensing. For credi-
bility weighted matrix fusion, each SU sends their ~Ri_I and
~Ri_Q to the FC.

The channel fading and noises among the SUs and FC
directly affect the bit error rate. Then, the messages received
by the FC may not be consistent with what SUs sent. However,
in most cases, errors do not occur and current encoding
schemes generally have error detection and correction capabil-
ities. If errors are detected in the decoding results and can be
corrected, the FC can still use the information transmitted by
SUs for spectrum sensing without affecting the detection prob-
ability of the proposed algorithm. However, it easily incurs
additional overhead for error correction. If errors are detected
in the decoding results and cannot be corrected, by the delay
constraints of spectrum sensing, the FC directly discards the
erroneous data and it only processes the transmission data in
the remaining SUs. Therefore, it can be assumed that all the
data transmitted by the L SUs can reach the FC accurately
without any error.

Then Cholesky decomposition is performed for matri-
ces from the SUs to construct residual covariance matrices.

Although the absence or presence of PU signals can be deter-
mined by (34), (35), and (36), noises have a decisive effect on
the detection accuracy at low SNRs. To further improve the
detection accuracy at low SNRs, residual covariance matri-
ces by (34) and (35) are proposed. Given that ~Ri_I and
~Ri_Q are non-negative symmetric matrices, a unique Cholesky
decomposition of the matrix can be expressed as

~Ri_I = B i_I
(
Λi_I _SSR

+ Λi_I _VSR

)
BH

i_I

= U i_I ·UT
i_I

~Ri_Q = B i_Q
(
Λi_Q_SSR

+ Λi_Q_VSR

)
BH

i_Q

= U i_Q ·UT
i_Q , (38)

where there are Λi_SSR
= diag(λ1, . . . , λp , 0, . . . , 0)M×M

and Λi_V SR
= diag(γ · ξ2i_n , γ · ξ2i_n , . . . , γ · ξ2i_n ). γ is

the inner product of cos(wn/fs) or sin(wn/fs ). Then, U i

is represented as

U i =

⎡
⎢⎢⎢⎢⎢⎢⎣

√
λ1 + γξ2i_n 0 · · · 0

u2,1

√
λ2 + γξ2i_n · · · 0

...
...

. . .
...

uM ,1 uM ,2 · · ·
√
γξ2i_n

⎤
⎥⎥⎥⎥⎥⎥⎦
.

(39)
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The matrices U i under the above two hypotheses are also
different. The matrix U i obtained by Cholesky decomposi-
tion under the hypothesis H0 and N → ∞ is a diagonal
matrix with the same diagonal elements. The diagonal ele-
ments are equal to the square root of the noise variance.
However, U i obtained by Cholesky decomposition under the
hypothesis H1 and N → ∞ is a lower triangular matrix with
different diagonal elements. The diagonal elements are the
square roots of the eigenvalues of the covariance matrix, i .e.,
the diagonal elements of U i are

√
λs + λv , where λs and λv

are the eigenvalues of the covariance matrices of PU signals
and noises, respectively. Since the covariance matrices of PU
signals is a non-full-rank matrix, while that of noises is a full-
rank one, i .e., the minimum value in the diagonal elements
of U i is

√
λv . Therefore, the square of the minimum value

in the diagonal elements of U i can be used as an estimate
of the noise variance under hypotheses H0 and H1. Thus, I/Q
residual covariance matrices are calculated as

R̂i_I = ~Ri_I − γ1 · ξ2i_nIM×M , (40)

R̂i_Q = ~Ri_Q − γ2 · ξ2i_nIM×M , (41)

where there are γ1 = 1
N

∑N−1
n=0 cos2(ωn/fs) and γ2 =

1
N

∑N−1
n=0 sin2(ωn/fs ).

√
γ1 · ξ2i_n and

√
γ2 · ξ2i_n are mini-

mum values in diagonal elements of matrices U i_I and U i_Q

of ~Ri_I and ~Ri_Q , respectively. The main purpose of residuals
on the covariance matrix is to minimize the influence of noises
on the characteristics of the covariance matrix of PU signals at
low SNRs. Taking a SU with 40 antennas as an example, R̂i_I
and R̂i_Q of dimension 40 × 40 under hypotheses H0 and
H1 are shown in Fig. 6. Physically, residual covariance matri-
ces represent the average power distribution of the PU signals
received by the SU antennas. For example, the elements in
coordinate of (i, j) in subplots 6(a) and subplots 6(c) represent
the average power of I phase signals received by i-th and j-th
antennas. Given the hypothesis H0, as there are no PU signals,
the value for each element in residual covariance matrices is
0. The value of each element in residual covariance matrices
is the mean power of PU signals in received signals under the
hypothesis H1. The darker color of grids in Fig. 6, the smaller
values they represent. The darker diagonals of the four matri-
ces are caused by matrix cancellation. R̂i_I and R̂i_Q under
hypotheses H0 and H1 can be easily distinguished.

Then, γ1 · ξ2i_n and γ2 · ξ2i_n are also used for the credibility
of the i-th SU, which is expressed as

ϕi_I =
si_I _power

γ1 · ξ2i_n

si_I _power =
1

M (M − 1)

M∑
m

M∑
n

R̂i_I (m,n), (m �= n),

(42)

ϕi_Q =
si_Q_power

γ2 · ξ2i_n

si_Q_power =
1

M (M − 1)

M∑
m

M∑
n

R̂i_Q (m,n), (m �= n).

(43)

The physical nature of the covariance matrix is the energy
distribution relationship of received signals. The credibility ϕi
derived from si_power and γ · ξ2i_n has similar transformation
trend as the SNR, thus it indirectly reflects the SNR in the envi-
ronment, where the i-th SU is located. The credibility weights
are then calculated as

wi_I =
ϕi_I∑L

k=1 ϕk_I

, (44)

wi_Q =
ϕi_Q∑L

k=1 ϕk_Q

. (45)

According to (44) and (45), the SUs with better communi-
cation environment are given larger weights.

Finally, the residual covariance matrices of the SUs are
fused with different weights in the fusion center as

Rfusion_I =
L∑

i=1

wi_I R̂i_I

=
1

N

L∑
i=1

N∑
k=1

wi_I yi_SR_I (k)y
H
i_SR_I (k), (46)

Rfusion_Q =

L∑
i=1

wi_QR̂i_Q

=
1

N

L∑
i=1

N∑
k=1

wi_Qyi_SR_Q (k)yHi_SR_Q (k), (47)

where Rfusion_I and Rfusion_Q are fusion matrices of R̂i_I

and R̂i_Q . The credibility weighted matrix fusion can not
only improve the average SNR of the SUs, but also reduce
the errors caused by progressive statistic theory. For example,
suppose that there are three SUs in CRNs and the credibility
in covariance matrices of the SUs is 1, 1 and 0.5, respectively.
Here, the credibility is the ratios of the PU energy to noises.
In the fusion matrix, the credibility is obtained as 9/12 by
directly averaging the covariance matrices of the SUs, while
that is obtained as 10/12 by credibility weighting. Larger cred-
ibility in the fusion matrix leads to easier detection of PU
signals in received signals under the hypothesis H1. If the
credibility of the above three SUs is 1, 1 and 1, respectively,
the credibility weighted matrix fusion is equivalent to directly
averaging covariance matrices. It is also better than indepen-
dent decision-making by a single SU. Eqs. (46) and (47)
are simplified to (

∑L
i=1

∑N
k=1 yi_SR(k)y

H
i_SR(k))/LN . The

credibility weighted matrix fusion is equivalent to the changes
of the length of received signals from N to LN. But it does
not increase the sensing slot. When L → ∞, it is regarded as
Ri_I = ~Ri_I and Ri_Q = ~Ri_Q in (37).

B. Stochastic Resonance and Parameter Optimization

In [21], the SNR of the SR output, i .e., SNRout , is an
identification to judge whether the resonance phenomenon
occurs and optimizes parameters a and b in terms of stochas-
tic resonance theory. According to the adiabatic approximation
theory [32], the SNR of output signals of a bistable SR system
is calculated as
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Fig. 7. Different effects of parameter a and b on the SR system output.

SNRout =
√
2ΔU

(
A

D

)2

exp

(
−ΔU

D

)
, (48)

where A is the amplitude of the PU signals. When the
noise intensity D increases, SNRout does not decrease mono-
tonically, but it first increases and then decreases. Given
D = ΔU /2, SNRout reaches its maximum value as
SNRout = 4

√
2A2 exp(−2)/ΔU . In the PNBSR, there is

ΔU = a4/12b3, while there is ΔU = a2/4b in the TBSR.
Given a = b, the SNR of output signals of the PNBSR is larger
than that of the TBSR. Therefore, the parameters a and b in the
stochastic resonance can be indirectly solved with (8) and (14)
by the maximization of SNR, i.e.,, the following optimization
objective function, as

max SNRout =
limN→∞ 1

N

∑N−1
n=0 ‖sSR(n)‖2

limN→∞ 1
N

∑N−1
n=0 ‖vSR(n)‖2

=
σ2s(SR)

σ2
v(SR)

.

(49)

When SNRout reaches its maximum, PU signals and noises
are considered to produce the SR [27]. However, the cal-
culation of SNRout requires prior information or complex
estimation algorithms [33]. Therefore, by the characteristics
of the covariance matrix ~RYSR

, a new optimization objective
function ψ is employed to replace SNRout in (49) to obtain

the optimal a and b with (8) and (14). And it is presented as

maxψ =

1
M 2−M

∑M
l=1

∑
l �=p

~RY SR
(l , p)

1
M

∑M
l=1

~RY SR
(l , l)

, (50)

where ~RY SR
(l , p) is an element with coordinate (l, p) of

~RY SR
. According to (26), RY SR

is divided into RSSR

and RV SR
. Each element in RSSR

is the inner prod-
uct of the same PU signal. RV SR

is ξ2nIM×M . Thus,
1

M 2−M

∑M
l=1

∑
l �=p

~RY SR
(l , p) is approximately equal to

1
N < sSR(n) · sSR(n) > and 1

M

∑M
l=1

~RY SR
(l , l) is approx-

imately equal to 1
N < sSR(n) · sSR(n) > +ξ2n . When

parameters a and b are adjusted to maximize SNRout , ψ
reaches a maximum at the same time. Eq. (50) is easier to
be calculated, when compared with (49) and requires no prior
information. Then the artificial fish swarm algorithm [34], with
specified parameters shown in Table I, is used to find the
optimal parameters a and b in (50) as an objective function.

In Fig. 7, subplot 7(a) is a received signal and subplot 7(b)
is an output of the PNBSR under the optimal a and b. After
changing a, the output is shown in subplot 7(c) and the PU
signal is distorted. However, if only b is changed in sub-
plot 7(d), the output remains the same except in amplitude
compared with subplot (b). The experimental result shows
that the SR phenomenon mainly depends on the parameter
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TABLE I
ARTIFICIAL FISH SWARM PARAMETERS

a, while the parameter b only changes the amplitude of the
output. Owing to normalization, the influence of amplitude on
algorithm performance can be ignored. Thus, the TBSR and
PNBSR in SR systems are applicable to PU signals with no
frequency changes within one detection cycle. Therefore, to
simplify the optimization, we make b equal to a.

C. Classification of PUs and Noises by the CNN

The CNN obtains strong learning ability about matrix type
feature statistics, and it is used to solve the optimal decision
boundary of residual covariance matrices under hypotheses H0

and H1. The structure of the CNN determines the ability of
the CNN to extract features and it needs to match the data
sets. For simple data, overfitting occurs if the CNN with a
complex structure is adopted. Otherwise, underfitting occurs.

First, several samples (x1, y1), . . . , (xG , yG ), xi ∈
R2×M×M are set as training data, and yi ∈ {+1,−1} is the
label of x i . The dimension of the CNN input is 2 × M × M,
and G is the sample number. Thus, the output of the L-th
convolution layer of the CNN is expressed as

X (L) = f
(
w (L) ⊗X (L−1) + b(L)

)
, (51)

f (x ) = relu(x ) =

{
x x ≥ 0
0 x < 0

, (52)

where w (L) is the convolution kernel of the L-th convolu-
tion layer. To learn training samples, the loss function in the
proposed scheme is represented as

gw ,b(x i ) = ŷi , (53)

Loss = −
G∑
i=1

yi log(ŷi ) + (1− yi ) log(1− ŷi ), (54)

where gW ,b(·) is the mapping relationship between training
samples and labels. ŷi is the label predicted by the CNN.

Then, according to actual simulation results, the specific
framework of the CNN used in this study is given in Table II.
The CNN includes four convolution layers, three maxpool lay-
ers and one denser layer. The probabilities of “+1” and “−1”
are given by the denser layer. Finally, whether there is a PU
signal is determined according to the set threshold and the
probabilities of “+1” and “−1”.

D. Flow Chart of the Proposed Spectrum Sensing

The proposed scheme pre-processes received signals
with the PNBSR to improve the SNRs. The Cholesky

TABLE II
CNN PARAMETERS

Fig. 8. Flow chart of the proposed cooperative spectrum sensing with the
PNBSR-CNN-based residual covariance matrices.

decomposition-based matrix cancellation is used to construct
I/Q residual covariance matrices. Then, the credibility
weighted matrix fusion is performed to fuse residual covari-
ance matrices of the SUs for cooperation. Finally, a CNN is
trained and tested, and then the trained CNN is used for spec-
trum sensing. In summary, the entire process of the proposed
scheme is shown in Fig. 8 and illustrated as follows.

Step 1). The PNBSR system with optimal parameters is used
to preprocess received signal matrices, which transfers parts of
energy in noises to PU signals for higher quality signals and
greatly reduces the interference of noises in the detection to
improve the detection accuracy at low SNRs. Then, orthogonal
demodulation is performed on the output signals to obtain the
strengthened I/Q matrices.

Step 2). Next, I and Q phase covariance matrices are con-
structed in the SU and sent to the FC. To further improve
the detection accuracy at low SNRs, matrix cancellation by
using Cholesky decomposition is proposed to construct resid-
ual covariance matrices R̂i_I and R̂i_Q . At low SNRs, the
noise variance predominates in covariance matrices. Thus,
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matrix cancellation can reduce the influence of noises on
covariance matrices to improve detection accuracy.

Step 3). Then, the credibility weighted matrix fusion is car-
ried out for Rfusion_I and Rfusion_Q to improve the average
SNR of the SUs and it reduces the calculation error of sample
covariance matrices.

Step 4). According to steps 1) to 3), training and test
samples composed of residual covariance matrices and the cor-
responding labels are generated. Then, the CNN is trained by
the training samples to generate the spectrum classifier.

Step 5). The residual covariance matrices of test samples are
input into the spectrum sensing classifier generated in Step 4).
If the output is“+1,” the PU signal is present. Otherwise, it is
absent.

In short, the proposed cooperative spectrum sensing is
implemented as follows. First, a PNBSR system is adopted to
improve the SNR of received signals. Second, I/Q covariance
matrices of strengthened signals are calculated in each SU. The
noise variance of each SU is estimated by the Cholesky decom-
position to construct I/Q residual covariance matrices for better
performance. Third, residual covariance matrices from the dif-
ferent SUs are integrated with credibility weighted matrix
fusion in the FC. Hypotheses H1 and H0 are labeled with
“+1” and “−1,” respectively. Then a CNN classifier is gen-
erated by training labels and corresponding statistics. Finally,
the test samples are input into the classifier. If the output is
“+1,” the spectrum of the PU is occupied. Otherwise, it is not
occupied and free for use.

E. Computational Complexity Analyses

The computational complexity of the proposed spectrum
sensing scheme is analyzed in two aspects.

First, the complexity of the proposed scheme used for
single-user independent detection mainly lies in following
three aspects. The first is to process the received signal matri-
ces with the PNBSR, where 17(N − 1)M multiplications and
15(N − 1)M additions are required. Here, M and N are the
number of antennas in a SU and that of sampling points in
one observation is obtained in a sensing slot. During the set-
ting of system parameters, the complexity of the proposed
model ψ in Section III is estimated as o(M 2). Compared with
the traditional model’s SNRout , the complexity of which is
o(M 3), the proposed model considerably improves the speed
of optimizing parameter a. The second aspect is the com-
putation of the residual covariance matrices. Although the
MME, GEMD [35], SVM [18], CNN [19] and the proposed
scheme are all required to compute the covariance matrix,
the complexity of which is M(M + 1)N/2 multiplications and
M(M + 1)(N − 1)/2 additions. The proposed scheme divides
signals into orthogonal I/Q signals, so that the computational
complexity of the covariance matrix is twice as much as oth-
ers and M(M + 1)N multiplications and M(M + 1)(N − 1)
additions are required. Compared with the MME, GEMD and
SVM schemes, the proposed scheme performs the Cholesky
decomposition with double complexity o(2M 3/3) to con-
struct the residual covariance matrices. The third aspect is
the use of the trained CNN model to be classified. And this

TABLE III
COMPARISON OF COMPUTATIONAL COMPLEXITY IN MULTIPLICATIONS

AMONG THE PROPOSED AND EXISTING SPECTRUM SENSING METHODS

TABLE IV
COMPARISON OF COMPUTATIONAL COMPLEXITY IN ADDITIONS AMONG

THE PROPOSED AND EXISTING SPECTRUM SENSING METHODS

process needs o(
∑

k=1 P
2
kG

2
kUkUk−1) multiplications and

o(
∑

k=1 P
2
k (G

2
k − 1)UkUk−1) additions. Here, Pk , Gk and

Uk represent the length of the output feature graph, the convo-
lution kernel length and the number of output channels of the
k-th convolution layer, respectively. Compared with the SVM,
the complexity of which is o(NNs), the CNN model is more
suitable for high dimensional data and it has stronger clas-
sification ability. Here, Ns represents the number of support
vectors. In conclusion, the computational complexity of the
proposed scheme is compared with other methods in Tabs. III
and IV.

Second, the above content is the complexity analysis of
the proposed scheme in the case of the single-user detec-
tion. Next, the complexity of the proposed cooperative spec-
trum sensing scheme compared with traditional cooperation
is analyzed. The traditional cooperation, decision fusion,
including logical-OR rule, logical-AND rule, and K-rule
are widely used. However, the complexity of the tradi-
tional one is proportional to the number of the SUs by
this method. Suppose that L SUs are presented in a CRN,
if the proposed cooperative spectrum sensing scheme relies
on decision fusion, its complexity is L(N (M + 16)M +
o(
∑

k=1 P
2
kG

2
kUkUk−1) + o(2M 3/3)) multiplications and

L((N+11)(M+1)M+o(
∑

k=1 P
2
k (G

2
k − 1)UkUk−1)) addi-

tions. However, the matrix fusion reduces the complexity by
removing considerable repetition and the complexity of the
total scheme is LN (M +16)M +o(

∑
k=1 P

2
kG

2
kUkUk−1)+

o(2LM 3/3) multiplications and L((N + 11)(M + 1)M +
(L− 1)M 2) + o(

∑
k=1 P

2
k (G

2
k − 1)UkUk−1) additions.

In summary, the proposed algorithm increases in com-
plexity when compared with the existing spectrum sensing
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Fig. 9. The SNR enhancement performance of the SR.

methods. However, the detection probability of the proposed
algorithm is obviously improved at the cost of these acceptable
complexity growth.

IV. SIMULATION AND RESULT ANALYSIS

The performance of the proposed cooperative spectrum
sensing scheme is mainly verified by numerical simulations,
and experimental parameters are listed as follows. QPSK
modulation is adopted to modulate PU signals. The AWGN
is applied with zero mean and variance σ2n . Suppose that
different SNR conditions in a real communication environ-
ment are simulated by changing σ2n . The number of antennas
of the SUs is set as 10. The frequency of PU signals is
set as fc = 1 × 103 Hz, and the sampling frequency is
fs = 1×104 Hz. The sampling interval is T = 0.1s. A total of
2000 training samples and 1000 test samples are generated at
each SNR to train and test the CNN model. In each of the fol-
lowing experiments, if experimental parameters change, they
are explained separately.

A. Analysis of the SR System and Noise Estimation

In Section III, the PNBSR has a lower potential well barrier
and flatter potential well wall to bring a better enhancement
than that of the TBSR in (48). Then, the performance of the
two SR models is compared together in Fig. 9. The TBSR
improves the SNR of the received signals by about 3.14dB.
The enhancement of the PNBSR outperforms that of the TBSR
by 0.22dB.

According to the above results, the eigenvalues of covari-
ance matrices of received signals are compared before and
after the PNBSR treatment in Fig. 10.

In Fig. 10, when received signals are noises, the SR can-
not be generated, and no obvious difference is found between
the eigenvalues of output signals and received signals. When
received signals include both PU signals and noises, the first
five eigenvalues of the received signal matrix contain the
energy of both PU signals and noises, while the last five ones
only contain the energy of noises. Then, PU signals and noises
produce the SR in the PNBSR with the optimal a. Comparing
the eigenvalues of the input and output shows that the PNBSR

Fig. 10. The changing process of the eigenvalues of signals in the PNBSR
system.

Fig. 11. The impact of the number of antennas on the estimated noise
variance.

reduces the eigenvalues of noise and increases those of PU
signals. Therefore, the PNBSR with the optimal a transfers
part of the energy of noises to PU signals.

Since the noise variance estimation is required to reduce
the impact of noises on the detection statistics, the estimation
of the noise variance can improve the detection accuracy of
the proposed spectrum sensing scheme. Then, assuming the
amplitude of the PU signal as 1 and the noise variance as 1,
the impact of the number of antennas on the estimated noise
variance is simulated numerically in Fig. 11. With more anten-
nas, the estimated noise variance is much closer to the actual
one.

Because the robustness of the proposed cooperative spec-
trum sensing mainly depends on the PNBSR, the influence of
the system parameter a on the enhancement effect is simulated
and plotted in Fig. 12.

In Fig. 12, the influence of the parameter a on the enhance-
ment under three SNRs and two PU frequencies is exhibited.
The parameter a is normalized. In Fig. 12, although there is
only one optimal parameter a for each PU signal frequency,
the SNR gain is still larger than 0 during 85% adjustment
intervals near a. Hence, the PNBSR has strong robustness.
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Fig. 12. The corresponding relationship between the enhancement and the
parameter a.

Fig. 13. Comparison of detection probabilities of different spectrum sensing
schemes.

B. Performance Comparison Among the Proposed Spectrum
Sensing Scheme and Other Schemes

Next, in the case of different SNRs and false alarm
probabilities Pf , the detection probabilities Pd of the ED,
MME, GEMD, SVM, CNN and proposed schemes with one
SU are simulated and compared. The performance of the
proposed scheme without the PNBSR and matrix cancellation
is compared.

In Fig. 13, the detection probability of each spectrum-
sensing scheme at different SNRs under false alarm probability
of 0.1. The detection probabilities of the proposed, CNN, and
SVM schemes are also better than those of conventional spec-
trum detection schemes, because the decision thresholds of
the traditional ED and schemes based on eigenvalues are so
progressive that the decision thresholds with large errors can-
not accurately detect PU signals from noises at low SNRs.
However, three intelligent algorithms automatically give more
accurate decision thresholds from the CNN or SVM model
with the actual data. Compared with the SVM scheme, the
detection probabilities of the CNN and proposed schemes are
improved by 1 dB and 2dB, respectively, when the detection
probability of the SVM scheme is 1 at SNR of −8 dB. At
−15 dB, the detection accuracy of the proposed algorithms

Fig. 14. Comparison of ROC curves of different spectrum sensing schemes
at −13 dB.

is 77% and 75% higher than those of the SVM and CNN
schemes, respectively. This phenomenon can be explained as
follows. First, the SVM detection method is based on eigenval-
ues. Although it solves the problem of the imprecise threshold,
the SVM scheme only uses the eigenvalues of the covariance
matrix and it does not make full use of all the information
carried by the covariance matrix. Also the CNN has more
advantages than the SVM in dealing with high-dimensional
data. Second, compared with the CNN scheme, the proposed
scheme introduces a PNBSR system in (21) to improve the
SNR of received signals. In addition, the matrix cancellation
operation of (40) and (41) is proposed to construct residual
covariance matrices, thereby weakening the interference of
noises in the detection and making PU signals dominant in
covariance matrices. Then residual covariance matrices are
used to train the CNN to make the weights in (51) more
sensitive to PU signals, thereby improving the detection accu-
racy at low SNRs. Therefore, the proposed scheme is superior
to traditional schemes and other intelligent schemes in terms
of detection probability. Since Fig. 9 shows that the PNBSR
improves the SNR of the received signals by about 3.36dB, it is
also verified in Fig. 13 that the PNBSR significantly improves
the detection performance of the proposed algorithm. Due to
the sensitivity of the CNN to numerical values, the matrix
cancellation to eliminate the noise interference is necessary to
improve the detection performance too.

The receiver operating characteristic (ROC) curve is another
effective tool to evaluate the spectrum sensing performance.
Fig. 14 shows the ROC curves of various schemes at an SNR
of −13 dB.

In Fig. 14, a positive correlation trend occurs between detec-
tion probability and false alarm probability. Three intelligent
methods perform better than those of the ED, MME and
GEMD in terms of the ROC at −13 dB. In particular, the
detection probability of the proposed algorithm reaches 0.98,
when the false alarm probability is 0.1. Compared with the
other two intelligent algorithms, the proposed scheme reduces
the false alarm probability by at least 60%, when the detec-
tion probability is 0.9. In summary, three intelligent algorithms
achieve higher performance in comparison with the traditional
algorithms owing to the more accurate decision threshold
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Fig. 15. Influence of the number of sampling points on the detection
probability of the proposed algorithm.

Fig. 16. Influence of the different channel conditions on the detection
probability of the proposed algorithm.

generated by the SVM and CNN models, whereas the CNN
classifier achieves a higher detection probability by making
full use of the covariance matrix. A PNBSR system and matrix
cancellation are adopted in the proposed scheme to further
improve the detection probability in (21), (40) and (41). Thus,
the proposed scheme obtains a better detection performance
compared with those of the other two intelligent schemes.

In Fig. 15, the detection probability of the proposed scheme
by a single SU increases with the increase of sampling points
N in the range from 200 to 1000. The performance improve-
ment caused by increasing the same number of sampling
points decreases gradually. The reason for this phenomenon
is explained as follows. When the number of sampling points
increases gradually and N → ∞, the sample covariance matri-
ces gradually approximates the statistical covariance matrices
in terms of (37), thereby reducing the calculation error and
making the actual performance of the proposed algorithm
closer to the best theoretical performance. However, while
improving the detection performance, the increase in sampling
points leads to more complex calculations and higher latency.

Fig. 16 simulates the impact of different channel conditions
on the detection probability of the proposed algorithm. The
channels are selected as the Gaussian and Rayleigh channels.
The maximum frequency offset in the Rayleigh channel is

Fig. 17. Influence of the number of antennas on the detection probability
for the proposed scheme.

10 Hz and the maximum delay is one period for the PU
signals.

In Fig. 16, the detection probability of the proposed algo-
rithm in Gaussian channels is higher than that in Rayleigh
channels. This is due to the presence of fading coefficients
in Rayleigh channels, which reduces the autocorrelation and
cross-correlation of PU signals, causing the detection statis-
tics in (40) and (41) under the hypothesis H1 more sim-
ilar to those of random variables. Moreover, the Doppler
frequency shift and delay in the Rayleigh channels reduce the
detection probability in the proposed algorithm. Because the
Doppler frequency shift and delay reduce the cross-correlation
among signals received by different antennas. When a Doppler
frequency shift occurs, according to trigonometric functions,
the covariance among signals received by different antennas
approaches zero. When the delay of the PU signals received
by two antennas is exactly π/2, the PU signals are orthogonal
and the above covariance is zero too.

The number of antennas in contemporary wireless devices
is increasing gradually. Then, the influence of the number
of antennas from 10 to 40 on the detection probability is
simulated in Fig. 17. As the number of antennas in a SU
increases, the detection probability is increasing. Furthermore,
the detection probability increases by 18% by the scheme of 40
antennas, compared with that of the same scheme of 10 ones at
−20 dB. The number of antennas determines the dimension of
the detection statistics, and a larger dimension exhibits that the
CNN learns much more from the detection statistics to obtain a
more accurate classifier. Moreover, as the number of antennas
increases, the accuracy of noise variance estimation improves
too. By the construction of the residual covariance matrices,
the interference caused by the noises in the detection statistics
can be removed to the greatest extent, thereby improving the
detection probability of the proposed algorithm. However, at
the same time, it requires that the CNN has a strong learning
ability to be equipped with more complex model structures.
Hence, the performance improvement brought by the larger
dimension statistics is obtained at the cost of a large amount
of computation.

Then, the proposed scheme and the K-rule one are com-
pared when the number of the SUs cooperating with each
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Fig. 18. Comparison of detection probabilities of different cooperative
spectrum detection schemes.

other is 3, 5, and 7. In Fig. 18, with the same number
of the SUs, the credibility weighted matrix fusion has bet-
ter detection performance compared with the K-rule at low
SNRs. In particular, the credibility weighted matrix fusion
improves the detection probability by 7% at −20 dB under
7 SUs. Although the detection performance of two coopera-
tive schemes improves with the increase of the number of the
SUs, the performance improvement of the K-rule is not obvi-
ous, when the number of the SUs increases from 5 to 7. The
reason for this result is listed as follows. The K-rule scheme
adopts the voting idea of the minority obeying the majority
to reduce the probability of the detection error caused by the
sudden deterioration. Then, the detection performance is indi-
rectly improved by reducing the probability of the detection
error. However, when the number of the SUs is 5, the detec-
tion error is reduced to be sufficiently small. It is actually the
algorithm itself that ultimately limits the performance. For the
proposed matrix fusion in (46) and (47), it applies different
weights to different SUs according to the credibility of them
to improve the average SNR. When the credibility of the SUs
is the same, the credibility weighted matrix fusion is equiva-
lent to the increase of the number of sampling points. So, the
sample covariance matrix is closer to the statistical covariance
matrix. When the channel fading and noise among SUs and
FC cause a decrease in the number of the SUs participating
in cooperation, it ultimately reduces the detection accuracy of
the proposed cooperative spectrum sensing scheme.

V. CONCLUSION

A novel piecewise normalized bistable stochastic resonance
strengthened cooperative spectrum sensing with the CNN
and residual covariance matrices is proposed to improve the
detection accuracy for SUs at low SNRs in wireless commu-
nications. The advantages are presented as follows. First, a
PNBSR system is proposed to improve the SNR of received
signals and it performs better than those of the TBSR system.
In the PNBSR, a new optimization index is proposed to
optimize system parameters more easily. Second, Cholesky
decomposition-based matrix cancellation and the credibility
weighted matrix fusion are proposed to reduce calculation
errors and noise interference for higher detection accuracy.

Third, a CNN model is used to immediately determine the
existence of the PUs. The decision threshold of the proposed
algorithm is completely learned by the CNN. Finally, at low
SNRs, the spectrum sensing performance of the proposed
scheme is better than those of other detection schemes in
terms of detection probabilities. Simulation results indicate
that the proposed scheme achieves significant improvement in
terms of the detection accuracy at low SNRs and it has strong
robustness to cope with the channel fading, which verify its
suitability in 5G communications.
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