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A B S T R A C T   

With the technological advances of flexible multiple energy conversion and utilization, hydrogen energy has 
attracted increasing attention. The hydrogen-based integrated energy system (HIES) consisting of multiple 
microgrids (MGs) with hydrogen exchanges among MGs is considered a promising hydrogen utilization para-
digm. To facilitate the coordination among multiple MGs, this paper proposed a multi-stage and multi-timescale 
energy management for a HIES considering the electricity-heat-hydrogen supply-demand balance and demand 
uncertainties. The proposed solution consists of three stages, i.e. the day-ahead scheduling stage, model pre-
dictive control (MPC) based intraday rolling dispatch stage and intraday real-time adjustment stage to participate 
in the electricity and hydrogen market. In the HIES, hydrogen energy can be dispatched and utilized across MGs 
to enable flexible energy management and improve energy utilization efficiency. The proposed solution is 
extensively assessed through the IEEE 33-bus test network with a HIES compared with three benchmark solutions 
and the numerical results confirm its effectiveness and economic benefits.   

1. Introduction 

At present, fossil fuels are the main backbone of the global energy 
system, leading to pollution emissions and energy crises, and hence 
reducing emissions have become received widespread attention [1–3]. 
As a zero-carbon fuel, hydrogen energy become an attractive and 
promising choice for future energy systems [4]. Hydrogen can be pro-
duced from a variety of sources, e.g., water, fossil fuels, or biomass, and 
utilized as an energy source or fuel. Typically, hydrogen can be pro-
duced using water electrolyzer (EL) devices, i.e. power-to-hydrogen 
(P2H) technology [5]. Besides, hydrogen energy can be used to 
directly supply the hydrogen demand and can generate both electricity 
and heat through fuel cell-based combined heat and power (FC–CHP) 
units [6]. Moreover, in the distributed electricity network with a high 
proportion of renewable energy, hydrogen-based energy systems can 
absorb the excess renewable energy (e.g. photovoltaic (PV) and wind 
turbine (TW) systems) and release it when needed. This flexibility allows 
for better integration and utilization of hydrogen-based energy systems 
within the distributed electricity network. 

In the transportation sector, the widespread use of conventional 
fossil-fuel-dependent vehicles is one of the main causes of 

environmental pollution. In addition to plug-in electric vehicles (PEVs), 
hydrogen fuel vehicles (HFVs) have also emerged as a promising alter-
native to traditional fossil-fuel-dependent vehicles [7,8]. Against this 
background, HFVs deployment should be accompanied by the simulta-
neous establishment of the corresponding infrastructure in the trans-
portation systems. In Ref. [9], an off-grid charging station consisting of 
solar energy, diesel generation and hydrogen storage for supplying PEVs 
and HFVs was designed to minimize the investment and operating costs. 
In Ref. [10], considering the depreciation, fixed cost and hydrogen 
selling price of the existing stations, a location strategy for new 
hydrogen fueling stations aiming at maximizing the profit of a new 
station was proposed. Moreover, several studies focus on the application 
of hydrogen fueling stations integrated with the electric distribution 
network considering the power flow constraints. In Ref. [11], the au-
thors placed the charging stations in the selected bus terminals for 
supplying PEVs and HFVs considering the subsidies without consider-
ation of the dynamics of HFVs demand. In Ref. [12], a supervisory-based 
model for hydrogen fueling stations was developed to provide both the 
transportation sector and operating reserve market, and a 33-bus dis-
tribution network is used to evaluate this model. 

In addition, due to the high energy storage density and long lifetime 
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of hydrogen energy storage devices, as well as breakthroughs in 
hydrogen production, storage and transportation technologies, the 
research efforts on hydrogen-based energy systems have intensified 
[13]. Researchers have been actively exploring the integration of 
hydrogen-based energy systems into existing infrastructure, with a focus 
on optimizing efficiency, improving storage capabilities, and enhancing 
overall system performance. This holds great promise for the widespread 
adoption and utilization of hydrogen as a clean and sustainable energy 
solution in various sectors. In Ref. [14], considering an 
electricity-hydrogen flexible conversion process, a long-term optimal 
planning model and a seasonal hydrogen storage model are proposed for 
a hybrid energy system. In Ref. [15], combined with electricity, 
hydrogen and heat storage, a two-layer optimization model was con-
structed to reduce the annual carbon emissions and costs. Focused on the 
interaction between wind turbines (WT) and hydrogen storage systems, 
a distribution network expansion planning solution was presented in 
Ref. [16] and a stochastic day-ahead scheduling model was developed in 
Ref. [17] with the consideration of the price-based demand response. In 
Ref. [18], a day-ahead scheduling model is proposed for an MG with a 
hydrogen storage system to alleviate the intermittency of renewable 
energy. In Ref. [19], a risk-averse hybrid solution was proposed for an 
MG participating in the electricity, gas, thermal and hydrogen markets 
to increase the entire system’s efficiency. 

Further, the efficiency of fuel cells i.e. hydrogen-to-power (H2P) 
technology, is generally between 40 and 60 %. However, if waste heat is 
captured using FC-CHP devices, e.g., Polymer Electrolyte Membrane 
Fuel Cells, an efficiency of up to 90 % can be obtained [20]. Due to the 
high energy efficiency, the FC-CHP has shown great potential for 
exploiting FC-CHP in MGs to co-supply local electricity and heat de-
mands. In Ref. [21], an system planning problem of an MG with 
multi-energy storage and FC-CHP units was formulated to minimize 
annual capital and operation cost. In Ref. [22], the authors proposed a 
resilience-oriented operation model for an integrated 
hydrogen-electricity-heat MG with multi-energy storage and FC-CHP 
units, which aims to improve load survivability. In Ref. [23], for an 
MG equipped with hydrogen fueling stations, PEVs parking lots and 
FC-CHP units, a day-ahead scheduling strategy was proposed, which 
considered the transaction in both hydrogen and electricity markets. 

Although many studies have been carried out for energy manage-
ment in single hydrogen-based MGs (e.g. Refs. [17–19,23]), multiple 
MGs system get more attention to realize the cooperation among MGs 
[24]. Moreover, the energy management problem for multi-MGs systems 
is considered more complex due to the coupling and interactions among 
MGs [25,26]. However, existing studies exploited the participation of 
MGs in the electricity and hydrogen market without the consideration of 
the hydrogen coordination among multiple MGs. Although using pipe-
lines to transport hydrogen is more suitable for long-distance at present, 
authors in Ref. [27] noted that as the hydrogen market matures, pipe-
lines have a cost advantage in hydrogen energy transportation. Thus 
hydrogen pipelines would be a desirable option for short-distance 
transport over a wide area. In this regard, this work focuses on a 
hydrogen-based integrated energy system (HIES) consisting of multiple 
MGs, i.e. electricity-hydrogen integrated charging stations (EHI-CS) and 
industrial MG. Besides, P2H technology is considered in EHI-CS to 
guarantee the hydrogen demands, and FC-CHP technology is considered 
in the industrial MG to supply electricity and heat demands. In addition, 
the HIES actively participates in both the electricity and hydrogen 
markets. The coordination of hydrogen energy among multiple MGs is 
considered to enhance the reliability of the system’s energy supply. This 
integrated approach enables efficient management of hydrogen re-
sources and improves overall system performance within the HIES 
framework. 

Our previous work [28] developed an energy management solution 
for a hydrogen-based MG considering electricity and hydrogen trading 
among interconnected subsystems in the context of a microgrid. Unlike 
[26], this work exploits a multi-stage and multi-timescale optimal 

energy management solution at a power distribution level considering 
multiple energy forms (i.e. electricity, hydrogen and heat) and multiple 
energy markets (i.e. electricity market and hydrogen market). The co-
ordination and tight couplings among multi-energy facilities and the 
hydrogen transaction among MGs enable flexible HIES energy man-
agement to accommodate the electricity and hydrogen market. To 
further improve the energy management strategy, a multi-stage and 
multi-timescale energy management for the HIES is proposed to mini-
mize the daily HIES operational cost with consideration of 
electricity-heat-hydrogen supply and demand balance and demand un-
certainties. The main contributions of this work are summarized as 
follows:  

(1) This work presented a multi-stage and multi-timescale energy 
management solution for a HIES to minimize the daily opera-
tional cost. Multiple energy forms, timescales and MGs are orig-
inally coordinated to establish the electricity-heat-hydrogen 
supply and demand balance model.  

(2) Hydrogen transactions among MGs are fully considered to 
implement flexible energy management for HIES and participa-
tion in the both electricity and hydrogen market.  

(3) The proposed solution is extensively evaluated through the IEEE 
33-bus test network with a HIES, including three EHI-CSs and an 
industrial MG, compared against three benchmark solutions, and 
the numerical results confirm its effectiveness and economic 
benefits. 

The rest of the paper is organized as follows: Section 2 describes the 
HIES framework and the modeling of controllable units, multi-energy 
balance and electricity network; Section 3 presents the proposed 
multi-stage and multi-timescale energy management solution; Section 4 
evaluates the proposed solution through an IEEE 33-bus test network 
connected with a HIES; finally, Section 5 is the conclusive remarks. 

2. System model 

2.1. HIES description 

This paper focuses on a HIES that is composed of a set of MGs 
(including EHI-CSs and industrial MGs). These MGs are interconnected 
through both the electricity network and the hydrogen network, and are 
supervised by a HIES aggregator, as depicted in Fig. 1(a). In the elec-
tricity network system, apart from HIES, a considerable proportion of 
renewable energy sources, e.g., PVs and WTs, are integrated. In the 
HIES, MGs can purchase energy from electricity and hydrogen markets 
and hydrogen pipelines are available among MGs for hydrogen ex-
change. To facilitate the HIES energy management, the local controller 
(LC) in the MG needs to measure and forecast the demand and make 
them available to the HIES aggregator [29]. Then, the coordinated en-
ergy scheduling and dispatch of the HIES can be carried out through 
optimization in the HIES aggregator considering demand uncertainty 
and network constraints. 

The EHI-CS and industrial MG are illustrated in Fig. 1 (b) and (c), 
respectively. The former mainly consists of hydrogen production and 
storage equipment (i.e. EL and hydrogen tanks), battery energy storage 
system (BESS) and electricity and hydrogen demand (i.e. PEVs and 
HFVs). The latter consists of an FC-CHP unit (including fuel cell and heat 
exchanger), EB, heat energy tanks, BESS and electricity and heat de-
mand. The FC-CHP unit can meet both electrical and thermal demands 
using hydrogen and atmospheric oxygen. In addition to FC-CHP, heat 
demands can also be met by EB units, and residual heat can be stored in 
heat storage tanks. 
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2.2. Modeling of controllable units in MG 

2.2.1. EL unit 
Energy conversion of the EL is modeled by Eq. (1), and Eq. (2) de-

notes the limit bounds of hydrogen generated by the EL. 

HEL
m (t) =PP2H

m (t)EP2HηEL (1)  

PP2H
min ≤PP2H

m (t) ≤ PP2H
max (2)  

where t is the time slot index; HEL
m and PP2H

m are the hydrogen production 
and electricity consumption of the EL in the mth MG, respectively; EP2H 

is the P2H conversion factor; ηEL is the efficiency of the EL; PP2H
min and PP2H

max 
are maximum and minimum input electric power of the EL, respectively. 

2.2.2. Hydrogen storage unit 
The hourly stored hydrogen for the hydrogen storage tank is given by 

(3), and the tank’s capacity and the power charging/discharging rate are 
limited as Eqs. (4) and (5), respectively. 

HSm(t)=HSm(t− 1) + HEL
m (t) − HHFV

m (t) + Hbuy
all,m(t) − Hsell

all,m(t) (3)  

HSmin ≤HSm(t) ≤ HSmax (4)  

− Hch
max ≤HSm(t) − HSm(t− 1) ≤ Hch

max (5)  

where HSm is the stored hydrogen in the hydrogen tank; HHFV
m represents 

the HFV demands; Hbuy
all,m and Hsell

all,m denote total hydrogen purchased/ 
sold for the mth MG; HSmax and HSmin are the maximum and minimum 
value of hydrogen storage; Hch

max is the maximum hydrogen charging and 
discharging limit for the hydrogen tank. 

2.2.3. BESS unit 
The state of charge (SOC) of the BESS at each time slot can be 

expressed as Eq. (6), and the SOC should be within a certain range, 
which can be described as Eq. (7). As described in Eq. (8), two binary 
variables IBat,ch

m and IBat,disc
m are introduced to ensure that the battery 

cannot charge and discharge simultaneously, and charging and dis-
charging power of the battery are limited in Eqs. (9) and (10). 

SOCm(t)= SOCm(t− 1) +
(
PBat,ch
m (t)ηch − PBat,disc

m (t)
/
ηdisc

)

CBat
m

Δt (6)  

SOCmin ≤ SOCm(t) ≤ SOCmax (7)  

IBat,ch
m (t) + IBat,disc

m (t)≤ 1 (8)  

0≤PBat,ch
m (t) ≤ PBat,ch

max IBat,ch
m (t) (9)  

0≤PBat,disc
m (t) ≤ PBat,disc

max IBat,disc
m (t) (10)  

where SOCm denotes the state of capacity of the battery; PBat,ch
m and 

PBat,disc
m denote the charging and discharging power of the battery. ηch 

and ηdisc are the efficiency of battery charging and discharging. CBat 

denotes the capacity of the battery; SOCmin and SOCmax are the SOC 
upper and lower limit, and PBat,ch

max is the maximum power charging/ 
discharging rate. 

2.2.4. FC-CHP unit 
The FC-CHP consists of fuel cells and a heat exchanger. Fuel cells 

consumed hydrogen to generate electricity while the remaining gener-
ated heat is targeted for recovery through a heat exchanger. The energy 
conversion of the FC-CHP can be expressed by Eqs. (11) and (12), and 
the generated electricity should be limited by Eq. (13) 

Fig. 1. Operation framework for (a) network with multiple MGs; (b) EHI-CS for PEVs and HFVs; and (c) industrial MG.  
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PCHP(t)=HCHP(t)EH2PrH2P (11)  

GCHP(t) =PCHP(t)
/
d (12)  

0≤PCHP(t) ≤ PCHP
max (13)  

where PCHP, GCHP and HCHP denote electricity and heat production, and 
hydrogen consumption of the FC-CHP. EH2P represent the H2P conver-
sion factor; rH2P and d represent the hydrogen-to-electricity and heat-to- 
electric ratio of the FC-CHP, respectively; and PCHP

max denotes the 
maximum electricity generated by the FC-CHP. 

2.2.5. EB unit 
The EB can generate heat by using electricity to meet part of the heat 

demand and its energy conversion and the heat power generated bounds 
are given in Eq. (14) and Eq. (15), respectively. 

GEB(t) =PEB(t)ηEB (14)  

0≤GEB(t) ≤ GEB
max (15)  

where GEB and PEB denote heat production and electricity consumption 
of the EB; ηEB is the efficiency of the EB; and GEB

max is maximum heat 
power generated by the EB. 

2.2.6. Heat storage unit 
The stored heat power for the heat storage tank is given by Eq. (16) 

and the amount of stored heat energy and heat charging/discharging 
rate need to satisfy Eqs. (17) and (18), respectively. 

GS(t)=GS(t− 1) + Gch(t) − Gdis(t) (16)  

GSmin ≤GS(t) ≤ GSmax (17)  

− Gch
max ≤GS(t) − GS(t− 1) ≤ Gch

max (18)  

where GS denotes the stored heat power; Gch and Gdis are charging and 
discharging heat of the heat tanks; GSmax and GSmin represent the 
maximum and minimum value of heat power storage, respectively; Gch

max 
denotes the maximum charging and discharging heat limit of heat tanks. 

2.3. Modeling of multi-energy supply-demand balance 

2.3.1. Electricity power balance 
The mth MG including each EHI-CS and the industrial MG in each 

time slot is defined as Eqs. (19) and (20), respectively. Eq. (21) is used to 
ensure that the electricity power purchased cannot exceed the 
limitation. 

PPEV
m (t) +PP2H

m (t) + PBat,ch
m (t) − PBat,disc

m (t) = Pbuy
m (t) (19)  

PLoad(t)+PEB(t) − PCHP(t) + PBat,ch
m (t) − PBat,disc

m (t) = Pbuy
m (t) (20)  

0≤Pbuy
m (t) ≤ fm (21)  

where PPEV
m and PLoad represent the PEV demands and industrial elec-

tricity demands; Pbuy
m is electrical power purchased with the electricity 

power network; fm represents the maximum amount of electricity that 
can purchase from the utility grid. 

2.3.2. Hydrogen supply-demand balance 
In the EHI-CS, hydrogen supply-demand balance can be denoted by 

Eq. (3). While in the industrial MG, hydrogen purchased is used for FC- 
CHP to generate electricity and heat, and described as Eq. (22). 

HCHP(t) =Hbuy
all,m(t) (22) 

The hydrogen transportation balance in the mth MG is given in Eqs. 
(23) and (24). 

Hbuy
all,m(t)=Hbuy

HM,m(t) + Hbuy
MG,m(t) (23)  

Hsell
all,m(t)=Hsell

MG,m(t) (24)  

where Hbuy
HM,m and Hbuy

MG,m denote hydrogen purchased from the hydrogen 
market and other MGs; Hsell

MG,m denotes hydrogen sold to other MGs. It 
should be noted that this paper assumes MG cannot sell hydrogen to the 
hydrogen market. 

Two binary variables IH,buy
m and IH,sell

m are used here to ensure that the 
MG does not purchase and sell hydrogen simultaneously, as given in Eq. 
(25). Hydrogen power purchased/sold by each MG is limited in Eq. (26) 
and Eq. (27). 

IH,buy
m (t) + IH,sell

m (t)≤ 1 (25)  

0≤Hbuy
all,m(t) ≤Htrans

max × IH,buy
m (t) (26)  

0≤Hsell
sll,m(t) ≤Htrans

max × IH,sell
m (t) (27)  

where Htrans
max denotes the maximum hydrogen transportation. 

2.3.3. Heat supply-demand balance 
The heat power balance constraint of the industrial MG can be 

modeled as Eq. (28). 

GEB(t)+GCHP(t) + Gdis(t) = GLoad(t) + Gch(t) (28)  

where GLoad
m is the heat demand in the industrial MG. 

2.4. Modeling of electricity network 

The electricity network power flow model is formulated with the 
branch-flow mode (BFM), which is widely used in distribution systems 
[29] and is represented by Eqs. (29)–(32). The bus voltage and branch 
current are limited by Eqs. (33) and (34). 
⃒
⃒Vj(t)

⃒
⃒2 = |Vi(t)|2− 2

(
rijPij(t)+ xijQij(t)

)
+
(
r2
ij + x2

ij

)⃒
⃒Iij(t)

⃒
⃒2 (29)  

qj(t) =Qij(t) − xij
⃒
⃒Iij(t)

⃒
⃒2
−

∑

k:j→k
Qjk(t) (30)  

pj(t)=Pij(t) − rij
⃒
⃒Iij(t)

⃒
⃒2
−

∑

k:j→k
Pjk(t) (31)  

|Vi(t)|2 ×
⃒
⃒Iij(t)

⃒
⃒2
≤P2

ij(t) + Q2
ij(t) (32)  

|Vmin|
2
≤ |Vi(t)|2 ≤ |Vmax|

2 (33)  

0≤
⃒
⃒Iij(t)

⃒
⃒2
≤ |Imax|

2 (34)  

where i and j is the bus index; ij denotes the branch ij (bus i to bus j); 
|Vi(t)| is the voltage magnitude; 

⃒
⃒Iij(t)

⃒
⃒ is the current magnitude; rij and 

xij are resistance and reactance; Pij and Qij are the active and reactive 
power flows; qj and pj are the active the reactive power injection; Vmax 

and Imax are the maximum magnitude of the bus voltage and branch 
current. Moreover, for the node with renewable energy (e.g., PV or WT), 
the active and reactive power injections are represented by Eqs. (35) and 
(36). 

pj(t)=PLoad
j (t) − PREN

j (t) (35)  

qj(t) =QLoad
j (t) − QREN

j (t) (36) 
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where PLoad
j and PREN

j denote active power load and electrical power 
generation of renewable energy (e.g., PV and WT); QLoad

j and QREN
j 

denote reactive power load and reactive power generation of reactive 
devices (e.g., static var compensator(SVC)) connected to bus j [30]. 
Renewable energy power generation is limited by Eq. (37). 

0≤PREN
j (t) ≤ PREN

j,max(t) (37)  

where PREN
j,max represents the maximum power generation of the renewable 

energy system. 

3. Problem formulation 

Fig. 2 illustrates the proposed multi-stage energy management so-
lution for the HIES. As the hydrogen and heat demands are generally 
scheduled at the hourly timescale and the electrical energy fluctuates on 
the minute timescale, the energy management for the multi-energy HIES 
is considered a multi-timescale optimization problem [31]. Thus, due to 
the different dispatch timescales of multiple forms of energy, real-time 
dispatch optimization can be divided into slow time scale (STS) and 
fast time scale (FTS) problems. The relationship between STS and FTS is 
described in Eq. (38), where ts and tf denote the time slot index of STS 
and FTS, and z denotes the time slot number of FTS in each time interval 
of STS. It can be interpreted as the FTS time slot tf (tf ∈ [z(ts − 1)+ 1,zts]) 
belonging to the STS time slot ts [32]. 

z= Δts/Δtf (38) 

As shown in Fig. 2 (a), the proposed solution consists of three 
different stages, i.e. the day-ahead scheduling stage, intraday rolling 
dispatch stage and intraday real-time adjustment stage, described as 
follows. 

(1) Day-ahead scheduling stage: according to the day-ahead elec-
tricity price and day-ahead demand prediction data, the HIES 
aggregator performs day-ahead scheduling to determine elec-
tricity procurement for each MG with a timescale of 1 h.  

(2) Intraday rolling dispatch stage: based on the intraday electricity 
market and short-term demand prediction, the HIES aggregator 
carries out an MPC-based rolling dispatch with a timescale of 1 h 
to reduce the negative effect of the day-ahead prediction error. As 
shown in Fig. 2(b), in this work, the rolling horizon is considered 
as 4 h with the calculated results for the first 1 h being imple-
mented, and after finishing a real-time dispatch decision, the 
rolling horizon moves forward by a one-time slot. 

(3) Intraday real-time adjustment stage: based on the intraday elec-
tricity market and electricity demand in the current slot, the HIES 
aggregator executes a real-time adjustment optimization for the 
electricity with a timescale of 15 min s. 

It should be highlighted that, unlike the solution proposed in 
Ref. [28] that the electricity dispatch was carried out based on 
short-term demand prediction and rolling optimization over multiple 
time slots, this work only requires optimization for one time slot based 
on the current renewable power generation (i.e. WT and PV) and de-
mand. Hence, the computational complexity of real-time electricity 
dispatch can be significantly reduced and the efficiency of energy 
management is improved. 

3.1. Day-ahead scheduling model 

3.1.1. Objective function 
According to the day-ahead clearing price and the electricity, 

hydrogen and heat demand prediction in individual MGs, the HIES 
aggregator makes its economic optimization plan to minimize the total 

Fig. 2. Framework of the proposed multi-stage energy management solution includes: (a) flowchart of the energy management algorithm; and (b) MPC-based 
intraday rolling dispatch. 

X. Fang et al.                                                                                                                                                                                                                                    



Energy 286 (2024) 129576

6

daily operation cost, and the objective function is modeled by Eqs.(39)– 
(44). The objective function is represented in Eq. (39) which minimizes 
the total cost due to electricity and hydrogen transactions and the device 
cost. Eq. (40) denotes the total cost of electricity transactions. Eq. (41) 
denotes the cost of hydrogen power transactions with the hydrogen 
market and among MGs. Eqs. (42) and (43) are cost functions of the P2H 
unit and the FC-CHP unit, respectively. The first term is unit operation 
and maintenance costs, related to working hours, and the second is the 
degradation cost, which is mainly related to their start-up and shut- 
down times [33,34]. Eq. (44) denotes the daily cost of batteries, 
including the cycling cost and the degradation cost [35]. 

min OF=
∑Ts

ts=1

(
Fe(ts)+FH(ts)+FP2H(ts)+FCHP(ts)+FBESS(ts)

)
Δts (39)  

Fe(ts)=
∑M

m=1
Ybuy,e(ts)Pbuy

m (ts) (40)  

FH(ts)=
∑M

m=1

(
Ybuy,H

HM (ts)Hbuy
HM,m(ts)+ Ybuy,H

MG (ts)Hbuy
MG,m(ts) − Y sell,H

MG (ts)Hsell
MG,m(ts)

)

(41)  

FP2H(ts)=
∑M

m=1

((
CCEL

HoursEL + cEL
)

IP2H
m (ts)+ eEL( σEL,on

m + σEL,off
m

)
)

(42)  

FCHP(ts)=
(

CCCHP

HoursCHP + cCHP
)

ICHP(ts) + eCHP( σCHP,on + σCHP,off) (43)  

FBat(ts) =
∑M

m=1

⎛

⎜
⎜
⎜
⎝

CCBat

2CyclesBatP
Bat,ch
m (ts)ηch +

CCBat

2CyclesBatηdiscP
Bat,disc
m (ts)

+ρban
(
(ΔSOCm(ts))βk + ηn

)− 1
SOHm(ts)

⎞

⎟
⎟
⎟
⎠

(44)  

where Ybuy,e is the day-ahead electricity purchasing price; Ybuy,H
HM is the 

hydrogen price in the hydrogen market; Ybuy,H
MG and Ysell,H

MG are the price of 
buying/selling hydrogen among MGs; CCEL and CCCHP denote the capital 
cost for the EL and CHP units; HoursEL and HoursCHP denote the number 
of life hours; cEL and cCHP are the O&M cost function coefficients; eEL and 
eCHP are the start-up and shutdown cost function coefficients; σEL,on

m and 
σCHP,on represent the start-up times; σEL,off

m and σCHP,off represent the 
shutdown times; and IP2H

m and ICHP are the binary status indicators of the 
EL and CHP units. CCbat#k and CyclesBat are the capital cost and the life 
cycle of the battery, respectively; ρb an βk ηn are degradation parameters 
for BESS. SOHm denotes the BESS state of health, which is normalized to 
the interval [0, 1]. 

3.1.2. Constraints 
In the day-ahead scheduling model, energy device constraints should 

be met: EL constraints Eqs. (1) and (2), hydrogen storage constraints 
Eqs. (3)–(5), BESS constraints Eqs. (6)–(10), FC-CHP constraints Eqs. 
(11)–(13), EB constraints Eqs.(14) and (15), and heat storage constraints 
Eqs.(16)–(18). Moreover, the constraints Eq.(45)–(50) for BESS, 
hydrogen and heat storage system need to be met to ensure the same 
flexible scheduling on every scheduling day. 

SOCm(0)= SOCini (45)  

SOCm(Ts)= SOC(0) (46)  

HSm(0)=HSm,ini (47)  

HSm(Ts)=HSm(0) (48)  

GS(0) =GSini (49)  

GS(Ts)=GS(0) (50)  

where SOCini, HSm,ini and GSini are the initial electricity, hydrogen and 
heat storage values, respectively. In addition, Multi-energy supply and 
demand balance for electricity, hydrogen and heat constraints Eqs.(19)– 
(28) and electricity network constraints Eqs. (29)–(36) should be 
satisfied. 

3.2. Intraday rolling dispatch model 

3.2.1. Real-time market 
The intraday electricity dispatch is aiming to minimize the penalty 

cost due to real-time market (RTM) participation, which is based on a 
dual-pricing market [36]. In detail, in intraday trading with the utility 
grid, electricity consumption below or over the schedule will be fined. 
Thus, the inevitable deviations between prediction and real-time actual 
demand may lead to a distinct additional penalty for the power 
imbalance. 

3.2.2. Objective function 
Based on the day-ahead scheduled results and the intraday short- 

term demand prediction, the MPC-based rolling dispatch is carried 
out. In the intraday rolling dispatch model, the objective function is 
illustrated in Eq. (51) which minimizes the penalty cost, hydrogen 
transaction cost and actual device operating cost. The penalty cost of 
electricity power imbalance is modeled as Eqs.(52)–(54). It should be 
noted that hydrogen trading and a collection of controllable facilities in 
the HIES can be managed to coordinate day-ahead scheduling and real- 
time dispatch Hence, the terms associated with the cost of hydrogen 
transaction (FH,RTM) and the cost of EL (FP2H,RTM

t ), CHP (FCHP,RTM
t ) and 

BESS (FBESS,RTM) cannot be ignored, and their expressions are similar to 
Eqs. (41)–(44). 

min OFROLL =
∑Ts

ts=tst
s

(
Fe,RTM(ts)+FH,RTM(ts)+FP2H,RTM(ts)+FCHP,RTM(ts)

+FBESS,RTM(ts)
)
Δts

(51)  

Fe,RTM(ts)=
∑M

m=1

∑

tf∈ts

Cim
m

(
tf
)

(52)  

Cim
grid,m

(
tf
)
=

{
Y im,below( [tf

/
z
])

× Pim
m

(
tf
)
,Pim

m

(
tf
)
≤ 0

Y im,excess( [tf
/
z
])

× Pim
m

(
tf
)
,Pim

m

(
tf
)
≥ 0

(53)  

Pim
m

(
tf
)
=Pbuy,in

m

(
tf
)
− Pbuy

m

( [
tf
/
z
])

(54)  

where, the superscripts “RTM” and “in” denote the variables of the RTM 
participation and the values in the intraday rolling dispatch model, 
respectively. The function " [ ⋅]" is used to round up to the smallest 
integer not less than the variable. Yim,below and Yim,excess are the negative 
and positive imbalance price; Pim

m is the imbalance power. 

3.2.3. Constraints 
Similar to the day-ahead scheduling model, in the intraday rolling 

dispatch stage, the operational constraints of each component (i.e. Eqs. 
(1)–(18), (47)–(50)) multi-energy supply-demand balance constraints (i. 
e. Eqs.(19)–(28)) and electricity network constraints (i.e. Eqs.(29)–(36)) 
should be satisfied. 

3.3. Intraday real-time adjustment model 

3.3.1. Objective function 
In the third level, based on the actual electricity demand of the 

current time slot and the hourly hydrogen/heat energy dispatch results, 
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only the electricity part participates in real-time optimization to realize 
the real-time adjustment. In this stage, the objective function in the time 
slot tf is given in Eq. (55) including the penalty cost and the BESS cost. 
The penalty cost of electricity energy imbalance in the time slot tf is 
given in Eq. (56) and BESS cost FBESS,ADJ is similar to Eq. (44) 

min OFADJ =
(
Fe,ADJ( tf

)
+FBESS,ADJ( tf

))
Δtf (55)  

Fe,ADJ( tf
)
=

∑M

m=1
Cim

grid,m

(
tf
)

(56)  

where, the superscripts “ADJ” represents the variables in the intraday 
real-time adjustment model. 

3.3.2. Constraints 
In this stage, the BESS operational constraints (i.e. Eqs. (6)–(10)), 

electricity supply-demand balance constraints (i.e. Eqs.(19)–(28)), and 
electricity network constraints (i.e. Eqs.(29)–(36)) should be satisfied. 

4. Simulations and numerical results 

4.1. Simulation setup 

In this work, the IEEE 33-bus test network [37] with 4 MGs 
(including three EHI-CSs and an industrial MG) is adopted for assess-
ment of the proposed HIES multi-stage and multi-timescale energy 
management solution, as illustrated in Fig. 3. In this test electricity 
network, three PV generation systems are connected in bus 15, 24 and 
32 with rated capacities of 1.2 MW, 2.2 MW, and 1.4 MW respectively. 
One WT generation system is connected to bus 21 with a rated capacity 
of 2.6 MW. Here, the positive and negative imbalance price is 2/0.8 
times the day-ahead electricity price, i.e. Yim,excess(t)= 2Ybuy,e(t) and 
Yim,below(t)= 0.8Ybuy,e(t), respectively [38], and the day-ahead elec-
tricity purchasing price used in this test study is illustrated in Fig. 4(a) 
from ISO New England history data [39]. Moreover, it is assumed that 
the hydrogen selling price is 0.95 times of purchasing price among MGs, 
which is lower than the hydrogen purchase price from the hydrogen 
market, i.e. Ysell,H

MG = 0.95Ybuy,H
MG , Ybuy,H

MG = 2.4 $/kg, and Ybuy,H
HM = 4 $/kg 

[40]. 
In the test system, the modeling parameters for components in the 

HIES are listed in Table 1 [34,41], and simulating parameter fm = 1.6 
MW, Vmax/Vmin = 1.05/0.95. To leave some intraday dispatch space for 
the HIES, the following parameter values are chosen in the day-ahead 
scheduling optimization: PP2H

max = 0.8 MW, HSmax/HSmin = 240/36 kg, 
Hch

max = 80 kg, PCHP
max = 1.6 MW, GEB

max = 0.32 MW, GSmax/GSmin = 2.4/0.12 
MW, Gch

max = 0.8 WM and fL = 1.28 MW [42]. Similarly, the value of fL in 
the intraday rolling dispatch stage is set as 1.44 MW. Moreover, the 
day-ahead predicted data and the actual data for electricity, hydrogen 
and heat demands used in this test study are illustrated in Fig. 4(b)–(e), 
which are extracted from and [43–46]. Further, according to Ref. [47], it 
is assumed that the short-term predicted data (4 h) is close to the actual 

value, and thus, in this work, real data is used for the rolling horizon. 
All simulations are implemented using MATLAB (version 2018a) and 

executed on a computer equipped with a 3.20 GHz AMD Ryzen 7 
6800HS CPU and 16.00 G RAM. The executive time for decision-making 
of the day-ahead scheduling is 11.85 s, and the average execution time 
for one one-time slot decision-making of intraday rolling dispatch and 
intraday real-time adjustment is 4.17s and 0.58s, respectively. 

4.2. Simulation results 

Fig. 5 and Fig. 6 show the day-ahead scheduled and intraday 
dispatch results for hydrogen energy balance on the test day, 

Fig. 3. Schematic of 33-bus test system integrated with multiple MGs under renewable energy penetration.  

Fig. 4. (a) Day-ahead electric purchasing price; predicted and real data for (b) 
PEV demands and (c) HFV demand in each EHI-CS; (d) electricity demand; and 
(e) heat demand on the industrial MG. 
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respectively. Positive values in the figures are the amount of hydrogen 
obtained that the MGs, i.e. the hydrogen produced from P2H technology 
and hydrogen purchased from other MGs or the hydrogen market. While 
negative values present the amount of hydrogen consumed in MGs, i.e. 
FHV demands and hydrogen sold to other MGs. In EHI-CSs, the differ-
ence between positive and negative values can indicate hydrogen stor-
age status. When the positive value is larger than the negative value, the 
hydrogen storage charge; else, the hydrogen storage discharge. It can be 
found that in the industrial MG, the positive value is equal to the 
negative value, i.e. all purchased hydrogen is used in the FC-CHP unit to 
generate heat and electricity energy. Day-ahead scheduled and intraday 
actual stored hydrogen results are given in Fig. 7 (a)-(c) and (d)-(f), 
respectively. 

Heat energy balance in the industrial MG by the day-ahead sched-
uled and intraday actual operation results are illustrated in Fig. 8 and 
Fig. 9, respectively. In the industrial MG, both FC-CHP and EB can 
produce heat energy to supply the demands, and the extra heat can be 
stored in the heat storage tanks. The stored heat by the day-ahead 
scheduled and intraday actual operation results are shown in Fig. 10 
(a) and (b), respectively. 

The electricity dispatch results for the HIES with four MGs are shown 
in Fig. 11, including day-ahead scheduled and intraday real-time 
adjusted HIES net-load results and SOC results. The HIES net-load re-
sults are illustrated in Fig. 11 (a)–(d). The blue curves are the day-ahead 
scheduled HIES net-load profile, which will be used as the baseline for 
intraday actual operation. Yellow curves are the intraday actual oper-
ation net-load results, which are obtained in the intraday rolling 
dispatch stage and the intraday real-time adjustment stage. From the 
figures, the actual net-loads of four MGs are all close to the day-ahead 
results. Further, numerical results show that some deviations exist be-
tween day-ahead and real-time results due to the inevitable difference 
between day-ahead and short-term prediction. Day-ahead scheduled 
and intraday adjusted SOC results are illustrated in Fig. 11 (e)–(h) and 
(i)–(l), respectively. From Figs. 7, Figs. 10 and 11, the stored hydrogen, 
storage heat and the SOC results in day-ahead scheduling and intraday 
actual operation are slightly different. It suggests that the intraday 
rolling dispatch and the real-time adjustment model can effectively 
adjust the schedule results according to the latest demand variables. This 
flexibility allows for a more accurate and efficient allocation of re-
sources, ensuring that the system operates optimally even in dynamic 
and uncertain operating conditions. 

Further, to verify the economic performance of our proposed solu-
tion over a period, the Latin Hypercube sampling method [48] is used to 
sample scenes throughout a year and select 20 typical days. The sam-
pling process involves three steps: (1) All scenes are evenly distributed in 
the interval [0,1], the interval is divided into 20 equal parts, and a 
random number is generated in each subinterval following a uniform 
distribution; (2) the order of 20 random numbers is scrambled to 
minimize the correlation of sampled each random variable; and (3) and 
the sample values are calculated using the inverse function of the 
probability distribution. 

These selected days serve as test cases for assessing and comparing 
our proposed solution against three different benchmark solutions 
(benchmark 1, 2 and 3) described as follows. 

Benchmark 1: energy management method proposed in Ref. [28]. 
Benchmark 2: the day-ahead schedule results of energy storage are 

executed without intraday corrections. 
Benchmark 3: without hydrogen network, i.e. no hydrogen trading 

among MGs. MGs can only purchase hydrogen energy from the 
hydrogen market. 

Fig. 12 shows the actual operation cost over test days for the HIES 
compared with benchmark 1 and benchmark 2 solutions. The proposed 
energy management solution and Benchmark 1 exhibit a mean actual 
operational cost of $3801.4 and $3843.3 respectively. On certain days, 
e.g., the 1st, 2nd, 4th, 9th, 12th and 13th day, Benchmark 2 outperforms 
the proposed method, indicating that both approaches effectively 

Table 1 
Modeling parameters for components.  

EL unit 
PP2H

max /PP2H
min = 1.0/0.1MW, EP2H = 0.0254kg/kWh, ηEL = 0.8, CCEL = 1.25× 105$, 

HoursEL = 50000h, cEL = 0.07$/h, eEL = 0.38$
FC-CHP 

PCHP
max /PCHP

min = 2.0/0.2MW, EH2P = 39.4kWh/kg, rH2P = 0.36, d= 0.7, CCCHP = 2.0×

105$, HoursCHP = 20000h, cCHP = 0.1$/h, eCHP = 0.1$
BESS 

CBat
m = 2.0MW, SOCmax/SOCmin = 0.8/0.2, PBat,ch

max /PBat,disc
max = 1.0/ 1.0MW, ηch/ ηdisc =

0.9/0.95, CCBat = 100$/kWh, CyclesBat = 3000, ρb = 100, an = 0.01, βk = − 2, ηn = 0 
Hydrogen storage unit 

HSmax/HSmin = 300/30kg, Hch
max = 100kg, 

Heat storage unit 
GSmax/GSmin = 3.0/0.3MW, Gch

max = 1.0WM 
EB unit 

GEB
max = 0.6MW, ηEB = 0.95  

Fig. 5. HIES hydrogen energy balance by the day-ahead scheduled for (a) EHI- 
CS 1; (b) EHI-CS 2; (c) EHI-CS 3; and (d) industrial MG. 

Fig. 6. HIES hydrogen energy balance by the intraday real-time dispatch for (a) 
EHI-CS 1; (b) EHI-CS 2; (c) EHI-CS 3; and (d) industrial MG. 
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address the energy management of the HIES. Moreover, the average 
execution time for making one-time slot decisions on electricity dispatch 
is 0.58s, significantly lower than Benchmark1’s 3.37s. This reduction in 
computational complexity for real-time electricity dispatch can improve 
management efficiency. 

In addition, the proposed solution exhibits a mean operational cost 
that is 25.56 % lower than Benchmark 2 ($4772.9). Notably, the 

proposed solution has a lower penalty cost in RTM than the benchmark2 
solution over 20 test days. This demonstrates the effectiveness of 
intraday rolling dispatch and intraday real-time adjustments imple-
mented in the proposed energy management solution, as they effectively 
mitigate the impact of prediction errors through the utilization of MPC- 
based rolling dispatch. 

Further, Fig. 13 presents the actual operation cost over test days for 
the HIES compared with benchmark 3. The proposed solution demon-
strates a significant reduction in mean operational costs, with a decrease 
of 6.91 % compared to Benchmark 2 (4772.9$). It can be found that the 
penalty cost resulting from participation in the RTM obtained with the 
proposed solution is larger than the benchmark3 on certain days, but the 
additional cost is smaller. This suggests that, in addition to dispatchable 
facilities, HIES includes an adjustment method of hydrogen trading 
among MGs that can flexibly coordinate day-ahead and real-time energy 
management. 

4.3. Further analysis for different hydrogen price 

Considering the development of hydrogen-based technologies and 
the dramatic growth in social hydrogen demand, the cost of hydrogen 
production and transportation is likely to significantly drop drastically, 
leading to a significant change in hydrogen prices in the future [40]. In 
this regard, three different hydrogen pricing scenarios, i.e., high, me-
dium and low prices, are considered for further analysis and discussion, 
which are illustrated in Table 2. 

Table 3 presents the energy management results for three different 
hydrogen price scenarios, including the hydrogen transaction value 
among MGs, hydrogen purchased from the hydrogen market, and the 
daily operational cost. It is evident that with decreasing hydrogen prices, 
the amount of hydrogen purchased from the hydrogen market increases, 
and the total operational cost of HIES decreases. This reduction in 
hydrogen costs makes it a more economically feasible and competitive 
energy alternative. 

Fig. 7. Day-ahead scheduled and intraday real-time stared hydrogen results for (a) (d) EHI-CS1; (b) EHI-CS2; and (c) EHI-CS3.  

Fig. 8. HIES heat energy balance by the day-ahead scheduled for the indus-
trial MG. 

Fig. 9. HIES heat energy balance by the intraday real-time dispatch for the 
industrial MG. 
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Fig. 10. Stored heat in industrial MG by (a) day-ahead scheduling result; and (b) intraday dispatch result.  

Fig. 11. Day-ahead scheduled and intraday real-time adjusted HIES net-load results and SOC results for (a) (e) (i) EHI-CS 1; (b) (f) (j) EHI-CS 2; (c) (g) (k) EHI-CS 3; 
and (d) (h) (l) industrial MG. 

Fig. 12. Operational cost comparison over 20 test days. Note, A: proposed solution; B: benchmark 1 solution; and C: benchmark 2 solution.  
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5. Conclusions 

This paper presented a multi-stage and multi-timescale energy 
management solution for HIES with consideration of electricity-heat- 
hydrogen supply and demand balance and demand uncertainties. The 
coordination and tight couplings among multi-energy facilities and the 
hydrogen transaction among MGs are fully considered to enable the 
flexible HIES energy management and accommodate the electricity and 
hydrogen market. Moreover, the proposed solution for HIES is composed 
of three stages, including the day-ahead scheduling stage, intraday 
rolling dispatch stage and intraday real-time adjustment stage. The 
MPC-based strategy is utilized in the intraday rolling dispatch stage to 
reduce the impact of the demand uncertainties. 

The proposed solution is assessed through simulation experiments 
using a 33-bus test network incorporating a HIES, and the numerical 
results demonstrate significant improvements. Due to the application of 
one-slot optimization in the intraday real-time adjustment stage, the 
computational complexity of electricity dispatch is reduced compared to 
benchmark 1. Moreover, the adoption of MPC in the intraday rolling 
dispatch stage can mitigate the impact of prediction errors, resulting in a 
significant reduction of 25.56 % in mean daily operational costs 
compared to benchmark 2. Further, the flexible management of energy 
within the HIES through the hydrogen trading method among MGs al-
lows for effective adjustments. As a result, the actual operation cost 
decreases by 6.91 % when compared to Benchmark 3. These findings 
highlight the advantages and effectiveness of the proposed methods in 
terms of computational efficiency, economic performance, and overall 
system flexibility. 

For future work, the following research directions are worthy of 

further exploitation: (1) Although the real-time electricity price and 
different constant hydrogen prices were considered, the dynamic pricing 
in the RTM is not studied. Thus, the dynamic hydrogen pricing schemes 
resulting from the RTM need to be considered in the energy manage-
ment strategy for the HIES; and (2) The cost of the hydrogen investment 
can be offset by reducing the operating costs of the energy system. 
Therefore, the whole life-cycle cost-benefit analysis needs to be carried 
out for hydrogen energy utilization for the integrated energy systems. 
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